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Abstract

Herpesvirus genomes enter the eukaryotic nucleus as large linear double stranded DNA molecules that are free of any proteins (naked DNA). Once inside the nucleus, the HSV-1 genomes immediately associate with proteins that will be instrumental in the organization and regulation of these genomes. These initial interactions are thought to determine the fate of the infecting genomes. In general, the host cell has evolved several mechanisms to suppress viral genomes and induce latent or abortive infections. On the other hand, the virus has evolved to use viral and cellular factors to promote lytic infection. Recent findings suggest that not all viral genomes in the infected nucleus will develop progeny and that not all genetically identical cells will support successful virus propagation. Thus, the decision between different fates of infection is determined at both single-cell and single-genome levels. Here we summarize current knowledge on the conditions and interactions that lead to each outcome and discuss the unknown determinants.
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Introduction

The entry of herpesviruses into cells can be divided into two major steps: capsid release into the cytoplasm and injection of viral genomes into the nucleoplasm. The fusion of the viral membrane with the host membrane releases the viral capsid into the cytoplasm together with a set of proteins found in the viral tegument layer. The inner tegument proteins remain associated with the capsid and mediate its movement in the cytoplasm. Viral outer tegument proteins (like VHS and VP16) as well as host proteins that are found in the tegument (like DDX3X and MIF) are thought to facilitate viral infection by modulating host signaling and host and viral gene expression (Kwong and Frenkel, 1987; Kwong et al., 1988; Weinheimer et al., 1992; Kelly et al., 2009; Stegen et al., 2013). Viral genomes are released from the viral capsids into the nucleus through nuclear pore complexes as large linear double stranded DNA molecules (Ojala et al., 2000; Pasdeloup et al., 2009). The viral genome enters the nucleus as a naked DNA molecule and starts to associate with proteins once within the nucleoplasm.

The eukaryotic nucleus has a highly ordered structure, with chromosomal territories, nucleolus and other specific sites for different tasks (Lanctot et al., 2007). Furthermore, the eukaryotic genome is bound to histones and is condensed into an ordered, compact structure. The positioning and condensation level of the genome correlate with gene activity (Sexton and Cavalli, 2015). During herpesviruses infection, insertion of large naked viral DNA (vDNA) into the host nucleus results in significant disturbance to this order. As all other mammalian dsDNA viruses enter the nucleus associated with histones or histone like proteins, herpesviruses nuclear entry is probably the only natural scenario in which mammalian nuclei encounter such a major event. Since herpesviruses are ubiquitous and ancient viruses that have probably co-evolved with their hosts before mammalian lineages appeared (McGeoch et al., 2006), it is not surprising that the host nucleus has developed many mechanisms to counteract invasion of these large genomes. Thus, an arms race between these viruses and their hosts has been going on for
millions of years, and a major battleground of this conflict is within the host cell nucleus.

The host defense against viral pathogens can be divided to three major immune arms: intrinsic, innate and adaptive. These arms cooperate and overlap to fight off invading pathogens. The first line of intra-nuclear defense against DNA virus infection (i.e., the intrinsic immunity) is coordinated by a set of constitutively expressed host-cell restriction factors (reviewed in (Everett, 2013; Komatsu et al., 2016)). In this review, we will focus on mechanisms of the first line of defense. Herpesviruses have evolved mechanisms to avoid these host defenses. Since these viral strategies are highly efficient, mutation of the viral counteracting factors is often required to reveal the host defense mechanisms. In the case of HSV-1, many of the host intrinsic immune mechanisms were identified by using viral strains deleted or mutated in the ICP0 gene (Boutell and Everett, 2013).

Herpesvirus/host interactions that take place in the nucleus have been studied for several decades and were recently expanded upon with the improvement of available technology. For example, combining the ability to detect incoming viral genomes by incorporating bioorthogonal traceable precursors into the viral genomes [e.g., ethynyl-deoxyuridine (EdU) or ethynyl-deoxycytidine (EdC)], together with high-resolution fluorescent microscopy and live cell imaging, allowed better characterization of viral host interactions during critical early stages of the viral genomes in the nucleus (Diner et al., 2016; Sekine et al., 2017; Alandijany et al., 2018; Dembowski and DeLuca, 2018). Furthermore, recent studies at single-cell resolution have identified differences in the infection outcomes among genetically identical cells (Drayman et al., 2017; Sekine et al., 2017; Cohen et al., 2018; Drayman et al., 2019; Wyler et al., 2019; Cohen et al., 2020) shedding further light on these complex interactions.

In this review, we focus on the initial interactions of viral genomes with host and viral factors inside the nucleus that ultimately determine the outcome of infection. Since these interactions are highly complex and usually begin a
cascade of downstream processes, we try to highlight concepts rather than specific interactions. We have limited our discussion to events prior to formation of replication compartments (RCs), as we assume that once RCs are formed the cell is committed to the lytic cycle.

Possible fates of viral genomes
Entry of a virus into a permissive and susceptible cell leads to either a productive lytic infection that results in progeny release and cell death, or to an abortive infection, in which the cell survives viral infection without generating new viral particles. In the case of herpesviruses (as well as other viruses), establishment of a latent infection is a third possibility, in which viral genomes remain within the host cell without major changes in cell viability for a relatively long time. From this condition, the virus can reactivate and produce progeny. Recent evidence suggests that latent viral genomes could be detected in cells that survived abortive infection (Cohen et al., 2020). The decision between the different outcomes depends partially on viral factors since some viral mutants predominately favor one outcome (Samaniego et al., 1998; Marshall et al., 2000). But, the decision is also determined by host factors. For example, infection with HSV-1 results in lytic infection for most cell types; however, among myeloid cells, only specific types support lytic infection (Linnavuori and Hovi, 1983; Leary et al., 1985; Shivkumar et al., 2016).

During lytic infection viral genomes enter the nucleus and initiate a cascade of viral gene expression. First, the tegument protein VP16 (encoded by the UL48 gene) forms a complex with host transcription activators and induces expression of the immediate early (IE) viral genes (Wysocka and Herr, 2003), which are defined as genes expressed prior to viral protein synthesis (Hones and Roizman, 1974, 1975). The IE proteins regulate expression of early and late genes. Early genes are mostly involved in viral replication (Wu et al., 1988; Muylaert et al., 2011), which takes place in specific sites in the nucleus known as replication compartments (Quinlan et al., 1984; de Bruyn Kops and Knipe, 1988; Kobiler and Weitzman, 2019). The late genes, which are expressed following viral replication (Dremel and DeLuca, 2019a), are mostly structural
genes required for assembly of new progeny viruses (Honess and Roizman, 1974, 1975). The release of progeny viruses from infected cells eventually leads to cell death. This is thought to be the default process in most infected cells, especially in non-neuronal cells and in tissue culture.

For alphaherpesviruses, clinical and experimental evidence suggested that latency occurs spontaneously only in peripheral sensory neurons or neurons of the autonomic sympathetic ganglia. Moreover, latency is also host specific, i.e., spontaneous latency occurs almost exclusively in the natural host of the virus (Koyuncu et al., 2018). Thus, it seems that latent infection can only take place under special circumstances. However, quiescent infections that resemble latency can be observed in abortively infected non-neuronal cells (Cohen et al., 2020). In vitro, neuronal and non-neuronal cells can be induced into a latency-like state by different methods that inhibit viral replication (O'Neil, 1977; Russell and Preston, 1986; Scheck et al., 1986; Shiraki and Rapp, 1986; Harris and Preston, 1991; McMahon and Walsh, 2008; Edwards and Bloom, 2019; Hu et al., 2020). During latency, the viral genomes are found as episomes (independently maintained, circular vDNA molecules) inside the host nucleus. These genomes are tightly associated with host histones that maintain genomes in the heterochromatin state, which prevents formation of new viral particles (Deshmane and Fraser, 1989; Wang et al., 2005; Cliffe et al., 2009; Kwiatkowski et al., 2009). Limited viral gene expression as well as expression of latency-associated RNAs (LAT RNAs) can be detected during latency (Ma et al., 2014). The most important characteristic of this condition is the ability to reactivate and generate new viral particles. Many stress signals can induce these viral genomes to reactivate (Suzich and Cliffe, 2018).

Abortive infection is defined as an infection in which viruses enter the cell and some viral elements are generated; however, no progeny virus is produced (Aurelian and Roizman, 1964, 1965; Roizman and Aurelian, 1965). The abortive infection can result from blocking the lytic process either before or after vDNA replication takes place (Leary et al., 1985). Thus, several distinct mechanisms can lead to abortive infections. Abortive viral genomes may be
indistinguishable from latent genomes (Cohen et al., 2020), especially in the early stages post infection, and differ only retrospectively by their ability to reactivate. While the mechanism of abortive infection is not defined, in this review we will consider abortive/latent viral genomes as those that enter the nucleus and do not initiate lytic infection.

**Early steps in the nucleus**

Initial interactions of viral genomes with viral and host proteins in the nucleus have an important role in determining the fate of infection (Figure 1). Most host proteins that repress gene expression from incoming viral genomes are considered part of nuclear intrinsic immunity. Single-cell analysis suggested that in cells with higher levels of host housekeeping genes, fewer viral genomes can initiate gene expression and replication (Cohen and Kobiler, 2016). Similarly, the number of viral genomes initiating expression is cell-type dependent and is reduced under conditions that increase the levels of intrinsic factors, such as exposing the cells to histone deacetylases inhibitors (Shapira et al., 2016). These results highlight the role of host factors in preventing incoming viral genomes to initiate lytic infection. Viral proteins counteract these intrinsic immunity proteins and stimulate viral gene expression. Viral gene expression correlates with the number of viral genomes that can replicate in individual cells (Cohen and Kobiler, 2016). However, it has not yet been established whether viral gene expression allows more viral genomes to initiate replication. An alternative hypothesis is that replication of multiple viral genomes results in higher levels of gene expression.

In an attempt to characterize the initial virus/host interactions after nuclear entry, there are two major challenges: first, to develop an unbiased method to detect all interactions, and second to analyze these interactions as early as possible after nuclear entry. The first challenge was overcome by pulling down the viral genomes and using mass spectrometry to identify all associated proteins. Most of these studies have been limited to replicating viral genomes (Taylor and Knipe, 2004; Dembowski and DeLuca, 2015; Dembowski et al., 2017; Reyes et al., 2017) as pulldown was carried out by incorporation of EdC
Figure 1. The fates of incoming viral genomes. A schematic illustration of the steps of incoming viral genomes in the nucleus. (A) Capsid docks at the nuclear pore complex (NPC), and viral genome is translocated into the nucleus through the NPC. (B) The naked viral genome enters the nucleus and remains condensed. (C) Promyelocytic Leukemia Nuclear Bodies (PML-NB’s) are present near sites of entering genomes. (D) The entering genome becomes circular, binds histones, and initiates IE gene expression while host factors try to repress gene expression. (E) The viral DNA (vDNA) associates with the nuclear lamina where enhanced viral gene expression takes place. (F) vDNA is repressed both by the formation of heterochromatin and by binding of PML proteins. (G) Replication of the vDNA in early RCs. The viral inner tegument and capsid is colored purple, the vDNA is in blue, viral mRNA in light blue and host histones are gray round particles with tails labeled with active (green) and silencing (red) marks. All other host proteins and structures are in different shades of gray.
to label the vDNA during the DNA replication process. The second challenge was addressed with the ability to generate infectious viral particles containing viral genomes that incorporated EdC/EdU. Once available, this method was used to visualize the incoming genomes with fluorescent microscopy. Sekine et al. detected the first genomes arriving at the nucleus following incubation of the virus at 4°C for 45 minutes (to prevent membrane fusion) and then shifting to 37°C for 30 minutes (Sekine et al., 2017). Similar labeling method allowed to detect viral genomes in the nucleus as early as 30 minutes after adding virus to cells at 37°C (Alandijany et al., 2018). Dembowski et al. identified host proteins associated with incoming viral genomes at different time points prior to replication using mass spectrometry (Dembowski and DeLuca, 2018). In this study, the first time-point analyzed was one hour post infection (hpi), which corresponds to two hours after the virus was first added to the cells at 37°C. These three papers (Sekine et al., 2017; Alandijany et al., 2018; Dembowski and DeLuca, 2018) used three different methods to initiate infection and determine the initial time of infection. This emphasizes the need for an accepted synchronization method for recognizing initial events of incoming viral genomes (Ralph et al., 2017).

**Antiviral defense responses to incoming viral genomes in the nucleus**

The nucleus has evolved several mechanisms to cope with foreign DNA. Since vDNA enters naked into the nucleus, it has been assumed that the first interactors are components of these host defense mechanisms. In the analysis of Dembowski et al., several classes of host proteins were found to be associated with the vDNA, including proteins involved in DNA damage response (DDR), proteins from the Promyelocytic Leukemia Nuclear Body (PML-NB), histones, histone modifiers, transcription factors, and RNA processing proteins (Dembowski and DeLuca, 2018). The DDR, PML-NB and histone modifier proteins, alongside the innate immunity sensors IFI16, cGAS and STING, are considered to be the first line of host defense response to viral genomes (Alandijany, 2019).
DNA damage response

The viral genome found inside the capsid typically have several nicks and gaps (Kieff et al., 1971; Frenkel and Roizman, 1972; Sheldrick et al., 1973; Smith et al., 2014). Once the genome is released from the capsid into the nucleus, these DNA breaks and the open ends of the linear naked genome trigger nuclear mechanisms targeting foreign DNA that include components of the DDR pathways and the PML-NB (Smith et al., 2014). Therefore, it is not surprising that the proteins associated with DDR and the PML-NB are among the first host factors to be recruited to the incoming genomes (Lilley et al., 2011; Dembowski and DeLuca, 2018).

Many components of the antiviral DDR pathways are degraded or inhibited by viral infection (reviewed in (Smith and Weller, 2015)). These include proteins involved in classic nonhomologous end joining (Lees-Miller et al., 1996; Parkinson et al., 1999; Trigg et al., 2017), homologous recombination signaling (Lilley et al., 2010), and ATR signaling involved in single strand DNA break repair (Mohni et al., 2010). Sensing of damaged DNA by the DDR system can detect the foreign DNA (especially open-ended DNA containing nicks and gaps) and may initiate a cascade of events to prevent viral gene expression before replication initiates (Lilley et al., 2011). This DNA sensing can stimulate both intrinsic and innate antiviral responses (Trigg and Ferguson, 2015). On the other hand, several of the key regulators of DDR are induced during HSV infection and are required for efficient productive lytic infection (Lilley et al., 2005; Mohni et al., 2011; Mohni et al., 2013; Karttunen et al., 2014; Edwards et al., 2018) likely because viral replication is associated with recombination (Wilkinson and Weller, 2003) and many of DDR proteins can be found in viral RCs (Taylor and Knipe, 2004; Dembowski and DeLuca, 2015; Dembowski et al., 2017; Reyes et al., 2017). Recently, it was suggested that the DDR may have an important role in determining the outcome of the infection (lytic vs. latency) since DDR proteins are not activated in HSV1 infected neurons (Brown, 2017). Thus, the DDR response can both positively and negatively regulate viral infection.
Promyelocytic Leukemia Nuclear Body

PML-NBs, also known as nuclear domains 10 (ND10), are proteinaceous nuclear structures that are hubs for many nuclear activities. The PML protein is the key structural protein in the PML-NB assemblies. Several other proteins are also permanent residents of these structures whereas other proteins can be temporarily present under different conditions including different cell types or stresses (Lallemand-Breitenbach and de The, 2018). PML-NBs have been associated with a broad range of cellular functions including apoptosis, DNA repair, epigenetic control, oncogenesis and response to viral infection. It has been suggested that most of these functions are regulated by post-transcriptional modifications, especially by SUMOylation (small ubiquitin-like modifier (Sternsdorf et al., 1997; Muller et al., 1998)).

Incoming HSV-1 genomes rapidly associate with PML-NB (Maul et al., 1996; Everett and Murray, 2005; Alandijany et al., 2018). During wild-type HSV-1 infection, this interaction is transient since the E3 ubiquitin ligase activity of the viral ICP0 protein induces degradation and disassembly of PML-NBs (see below). The PML protein itself entraps viral genomes as early as 30 minutes post incubation with cells at 37°C (Alandijany et al., 2018). Viral genomes entrapped within PML-NBs can also be found in latent neuronal cells (Catez et al., 2012; Marouli et al., 2016). Therefore, it has been suggested that PML entrapment itself has an inhibitory effect on viral genomes. Other PML-NB proteins that colocalize with the PML and viral genomes are Daxx (Death- Domain Associated Protein), Sp100 (Speckled Protein of 100 kDa), and ATRX (α-Thalassemia/Mental Retardation Syndrome X-Linked) (Everett and Murray, 2005; Glass and Everett, 2013; Alandijany et al., 2018). Depletion of each of these proteins by shRNA constructs partially rescues growth defects of HSV-1 deleted for the ICP0 gene but has no effect on wild-type HSV-1 replication (Everett et al., 2008; Lukashchuk and Everett, 2010), suggesting a host defense mechanism that is inhibited by the wild-type HSV-1. Daxx and ATRX are known to promote nucleosome assembly and repressive heterochromatin state (Lukashchuk and Everett, 2010). It was further shown that SUMO
modification pathways are required for recruitment of PML-NB proteins to viral genomes (Cuchet-Lourenco et al., 2011).

While the molecular mechanisms by which PML-NBs regulate expression from viral genomes are not fully understood, it was suggested that the main role of PML-NBs is to enhance chromatin repression of HSV-1 genomes (Gu and Zheng, 2016). One of the mechanisms that repress viral genomes is the histone H3.3 chaperone HIRA, which is relocalized to PML-NBs following viral infection. HIRA deposits variant histone H3.3 on viral genomes to promote epigenetic silencing of the incoming viral genomes (Rai et al., 2017; Cohen et al., 2018) and also induce the innate immune defenses (McFarlane et al., 2019).

In some cell lines, depletion of the PML protein result in decreased HSV-1 replication (Xu et al., 2016; Xu and Roizman, 2017; Merkl et al., 2018). Thus, similar to the DDR response, PML protein itself or other proteins found in the PML-NBs may also have pro-viral functions (Xu et al., 2016; Xu and Roizman, 2017; Merkl et al., 2018).

**Histones and histone modifiers**

Histones do not only function to condense DNA into packaged chromatin but are also master facilitators of transcription and DNA replication. This is achieved by a large array of post-translational modifications on histones regulated by proteins that function as writers, erasers and readers (recently reviewed (Biswas and Rao, 2018)). Writers are proteins that add modifications on the histones (for example, P300 is an histone acetyltransferase), erasers are proteins that remove the modification (such as histone deacetylases, HDACs) and readers are the proteins that recognize the modifications and bind to them (for example, BRD4 that recognize acetylated histones).

Although HSV-1 genomes enter cells as naked DNA molecules, they rapidly associate with histones. These interactions can be detected in cells entering either lytic or latent infection (Deshmane and Fraser, 1989; Herrera and
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Triezenberg, 2004; Kent et al., 2004; Kubat et al., 2004; Wang et al., 2005; Huang et al., 2006; Oh and Fraser, 2008; Silva et al., 2008; Cliffe et al., 2009; Lacasse and Schang, 2012). Initially, viral genomes are associated with histones marked with known post-translational modifications correlating with genome silencing, such as histone 3 methylation on lysine 9 and 27 (H3K9me3 and H3K27me3). This suggests that the host utilizes these mechanisms to silence the incoming genomes (Narayanan et al., 2007; Silva et al., 2008; Liang et al., 2009; Lee et al., 2016). Indeed, during latency, viral genomes are maintained in a heterochromatin state with repressed viral gene expression (Deshmane and Fraser, 1989; Wang et al., 2005; Cliffe et al., 2009; Kwiatkowski et al., 2009).

To promote lytic infection, host enzymes directed by viral proteins rapidly remove these silencing marks and install new modification marks that enhance viral gene expression (Liang et al., 2009; Lee et al., 2016). Throughout lytic infection, the nucleosomes are unstable on viral genomes (Lacasse and Schang, 2010, 2012). Recent findings showed that early during lytic infection the majority of viral genomes are found in condensed chromatin structures that are likely to be inaccessible to transcription and replication (Hu et al., 2019). These results suggest that most incoming viral genomes remain silenced and condensed by nucleosome structures throughout the lytic infection, and that only few genomes need to escape the silencing to initiate active replication.

**Viral proteins overcome host defenses**

Many viral genes are required to complete the replication cycle of HSV-1. However, only three proteins (VP16, ICP0 and ICP4) are thought of as the master regulators that determine the fate of infection (Figure 2). All three proteins have been shown to associate with viral genomes at early time points post-nuclear entry and contribute to lytic infection (Gibeault et al., 2016; Dembowski and DeLuca, 2018).
Figure 2. Role of VP16, ICP0 and ICP4 in initial steps of infection. The viral proteins VP16, ICP0 and ICP4 are indicated. VP16 is released from the outer tegument into the cytoplasm, where it interacts with the host transcription factor HCF-1 that facilitates entry into the nucleus. VP16 in complex with the host transcription factors Oct-1 and HCF-1 binds to the promoter regions of the IE genes on viral genomes and initiates their transcription. ICP0 prevents repression of viral genomes mainly by ubiquitinating host proteins involved in silencing and targeting these proteins to degradation. ICP4 induces expression of early genes that will allow formation of active RCs. All host and viral structures are presented in Figure 1.
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Viral Protein 16 (VP16)

VP16, encoded by the UL48 gene, is a 490-amino-acids protein located in the outer layer of the viral tegument. The protein is conserved across all alphaherpesviruses and has a central core domain and a C-terminal transcriptional activation domain (TAD) (Hirai et al., 2010) (Figure 3A). VP16 binds both HCF-1 and Oct-1 through its core domain to form the VP16 complex which binds vDNA and induce transcription. An individual virion has 500-1000 copies of VP16 (Wysocka and Herr, 2003). Interestingly, the number of VP16 copies per virion varies significantly compared to other tegument proteins, and VP16 levels correlate with infectivity (El Bilali et al., 2017).

When the viral membrane fuses with the cellular membrane during entry, VP16, together with other tegument proteins, is released to the cytoplasm. In the cytoplasm, VP16 binds the host cell factor 1 (HCF-1). HCF-1, is a modular recruiter of chromatin remodeling proteins from different families. It is known to suppress or promote transcription of various genes related to cell-cycle and proliferation depending on the identity of the histone modifier it recruits (Hancock et al., 2010; Zargar and Tyagi, 2012; Oh et al., 2014).

VP16 translocation into the nucleus is facilitated by the nuclear localization signal (NLS) of HCF-1 (La Boissiere et al., 1999). Once in the nucleus, VP16 and HCF-1 bind Oct-1 and form the VP16 complex. Oct-1 is a versatile transcription factor, with promiscuous DNA binding and a plethora of co-factors. Its multifunctional nature owes to the presence of a POU domain, a highly conserved bipartite DNA-binding domain (Herr and Cleary, 1995). VP16 binds the POU domain of Oct-1 in a manner that suggests species-specific host virus recognition (Kristie et al., 1989; Stern et al., 1989).

The VP16 complex, via Oct-1, binds the regulatory element of the viral IE promoter TAATGARAT (where R=purine) (Misra et al., 1996). Additional binding of VP16 to the adjacent DNA near the Oct-1 binding site was also shown to be important for the formation of the VP16 complex (Babb et al., 2001). In addition, VP16 complex binds various gene regulators via the VP16's...
TAD. The TAD is known to bind histone acetyltransferases, basal transcription factors, histone modifiers and the Mediator complex (Suk and Knipe, 2015). Thus, the VP16 complex and its co-activators are a major driving force in the initiation of viral DNA transcription. Deletion of the VP16 reading frame in HSV-1 inhibits the virus ability to produce viable progeny and causes major defects in the assembly of viral particles (Weinheimer et al., 1992). Mutations in either Oct-1 or HCF-1 binding sites of VP16 or genetic tempering with its TAD results in reduced IE transcription (Smiley and Duncan, 1997; Ottosen et al., 2006).

Successful activation and transcription of IE genes is crucial in determining the genome fate. Decreased activity of VP16 complex often precludes productive infection (Steiner et al., 1990). Initiation of viral gene expression by VP16 is
widely viewed as a crucial step in the establishment of lytic infection. Furthermore, since VP16 enhances IE gene expression, it regulates expression of the other major viral regulators: ICP0 and ICP4.

**Infected Cell Protein 0 (ICP0)**
The 775-amino-acid long IE protein ICP0 is encoded by two copies of the RL2 gene found in the long repeat region of the HSV genome (Wadsworth et al., 1975). The ICP0 gene is one of the very few HSV genes that contain introns. The introns of ICP0, 765 and 136 nucleotides in size, have not been shown to have any significant role in productive lytic infection or during reactivation (Perry et al., 1986; Natarajan et al., 1991; Lium et al., 1998).

ICP0 is not essential for viral replication. Viral strains without functional ICP0 protein can initiate replication only at high multiplicity of infection (MOI) (Stow and Stow, 1986; Sacks and Schaffer, 1987). Interestingly, this effect is cell-type dependent, i.e., the relative efficiency of plating between the mutant and wild type strain can range from 1:1000 in human fibroblast to 1:1 in the U2OS cell line derived from osteosarcoma cells (Boutell and Everett, 2013).

One of the major features of ICP0 is the zinc-containing RING (really interesting new gene) finger domain positioned in the middle exon (Everett, 1988; Everett et al., 1993; Lium and Silverstein, 1997) (Figure 3B). This domain functions as a E3 ubiquitin ligase that targets several host defense proteins for degradation (reviewed at (Boutell and Everett, 2013)). Since ICP0 was shown to autoubiquitinate in vitro and is subject to proteasome-dependent degradation (albeit not exclusively), it may suggest that ICP0 has functional ubiquitination sites (Canning et al., 2004).

ICP0 contains a short NLS of seven amino acids within its third exon. Following nuclear entry, ICP0 rapidly localizes to PML-NBs. This localization requires the RING finger domain. The close interaction with PML-NBs allows for a swift and effective proteasomal degradation of several proteins that are located in the PML-NBs, including all PML isoforms and some sp100 isoforms (e.g., SUMO
modified) (Boutell et al., 2011). This degradation is mediated by ubiquitination through the E3 ligase activity of ICP0 (Chelbi-Alix and de The, 1999). This ICP0 activity leads to the dispersal of PML-NBs and minimizes the intrinsic antiviral response. Depletion of PML can allow a null-ICP0 mutant to achieve high progeny titers, similar to those of a WT virus, a phenotype that can be reversed with reintroduction of some PML isoforms (Cuchet et al., 2011).

Most targets of the E3 activity of ICP0 are multifunctional host proteins involved in other defense mechanisms, including DNA damage response (DNA-PK catalytic subunit (Lees-Miller et al., 1996), Ring Finger Protein 8 (RNF8) and RNF168 (Lilley et al., 2010)), innate immunity (Myeloid differentiation primary response 88 (MyD88) (van Lint et al., 2010)), autophagy (sequestosome 1 and optineurin (Waisner and Kalamvoki, 2019)) and apoptosis (p53 (Boutell and Everett, 2003)). In addition, it has been shown that the E3 activity of ICP0 leads to an overall depletion of SUMOylated proteins (Muller and Dejean, 1999; Boutell et al., 2011).

It has been suggested that ICP0 also interacts with RE1-Silencing Transcription factor (REST) corepressor (CoREST) (Gu and Roizman, 2007, 2009). Together with histone deacetylases (HDACs) and lysine-specific-demethylase-1 (LSD1), CoREST/REST forms a regulatory complex that represses genes by chromatin condensation (Chong et al., 1995; You et al., 2001; Lakowski et al., 2006). The effect of CoREST/REST on HSV-1 infection could be cell-specific because in some cell types, depletion of CoREST showed no improvement in the replication of ICP0-null mutant viruses compared to the wild-type strain (Everett, 2010).

ICP0 activities are thought to keep viral genomes open and uncondensed at early time points post nuclear entry. Interestingly, while ICP0 homologues in other alphaherpesviruses are all capable of dismantling PML-NBs and can at least partially complement ICP0 activity (Everett et al., 2010), not all are expressed with IE kinetics. This could suggest that either the levels of ICP0 homologous are more abundant in the tegument compared to HSV-1 ICP0 or
that some alphaherpesviruses do not require ICP0 activity in very early times post nuclear entry. ICP0 continues to regulate host responses at later times of infection and during latency and reactivation (Lee et al., 2016; Raja et al., 2016). These results indicate that there are probably more direct and indirect functions of this multitasking protein.

**Infected Cell Protein 4 (ICP4)**

The 1298 amino-acid IE protein ICP4 is encoded by the two copies of the RS1 gene found in the short repeat region of the HSV genome (Wadsworth et al., 1975). As many DNA viruses, HSV genome is transcribed by RNA polymerase II (RNA pol II). Via its DNA binding domain (Figure 3C), ICP4 binds the vDNA as a homodimer and functions as either a transcription activator or a repressor of the RNA pol II system (Metzler and Wilcox, 1985; Tunnicliffe et al., 2017). ICP4 can activate most viral promoters, and its presence and proper activation of E and L genes is essential for productive infection. ICP4 was shown to associate with specific DNA sequences found both in the host and viral genomes (Faber and Wilcox, 1986). Recently, it was shown that ICP4 preferentially binds to the viral genomes compared to the host genomes resulting in induction of viral transcription and reduction in host transcripts (Dremel and DeLuca, 2019b).

Activation of genes by ICP4 requires recruitment of TFIID (Transcription factor II D) and the Mediator complex. TFIID is a general TF of the RNA Pol II preinitiation complex. ICP4 interacts with TFIID through its TAF1 subunit (Carrozza and DeLuca, 1996). The Mediator complex subunit involved in the interaction with ICP4 is yet to be determined, but several candidates have been proposed (Lester and DeLuca, 2011).

Repression by ICP4 is less common and limited to specific viral genes (including ICP4 itself) (Faber and Wilcox, 1988; Lium et al., 1996; Liu et al., 2010). In comparison to its activation capacity, repression by ICP4 is more rigid and requires a very specific binding of a tripartite complex (comprised of ICP4,
TFIID and TFIIB) (Smith et al., 1993) to the gene promoter to block other potential activators (such as the Mediator complex and VP16) (Gu et al., 1995).

The major role of ICP4 is to activate expression of early and late viral genes. ICP4 also binds and activates host genes that are beneficial for viral replication, for example miR-101 (Wang et al., 2016). The overall function of ICP4 is to promote conditions for lytic infection. Live imaging revealed distinct ICP4 foci adjacent to PML-NBs and ICP0 colocalization sites (Everett et al., 2003), suggesting an early association of ICP4 with viral genomes, later to be developed into replication compartments. Spatiotemporal study of entering HSV showed heterogeneity amongst those genomes. While some started accumulating ICP4 (initially as distinct foci and later accumulated along the majority of the genome), other genomes showed little to no localization of ICP4 (Sekine et al., 2017). Viral genomes accumulating ICP4 start to decondense and initiate transcription, and ICP4 may have a role in maintaining these genomes relaxed and accessible by coating the viral genomes (Dremel and DeLuca, 2019b). Genomes that did not accumulate ICP4 remained condensed. These results suggest that once ICP4 binds to viral genomes, they commit to lytic infection.

**Host factors supporting HSV-1 lytic infection**

Since all viruses are obligate intracellular parasites, they require numerous host factors to complete their life cycle. Many of these host factors are required for viral replication and assembly. Unexpectedly, specific proteins that are part of the host defense response mentioned above are beneficial for the viral replication process. Several virus/host interactions occur early after nuclear entry and influence the outcome of infection.

Most incoming viral genomes remain located near their entry sites, at the nuclear periphery, where they interact with the nuclear lamina (Silva et al., 2008; Silva et al., 2012). Fibroblasts derived from either lamA-/- or lamB1/-knockout mice have reduced viral progeny compared to wild-type murine fibroblasts suggesting that interactions with lamin proteins enhance expression
and replication from the viral genomes (Mou et al., 2008; Silva et al., 2008). It has been suggested that interactions with the nuclear lamina facilitate assembly of VP16 complexes on the viral genomes (Silva et al., 2012). Despite proximity of the lamina layer to viral genome entry sites, in the analysis by Dembowski et al., lamins associated with the vDNA only at 2 hpi, indicating that these lamins are not the first host proteins to interact with viral genomes (Dembowski and DeLuca, 2018). Viral infections that take place a short time before the cell reaches mitosis are less likely to result in a successful infection (Drayman et al., 2017), indicating the importance of intact nucleus for the initiation of the infection.

The single-genome hypothesis
HSV-1 infection of a given cell is currently thought to result in lytic, latent, or abortive infection. But the observations that permissive and susceptible cells can maintain quiescent viral genomes during lytic infection (Hu et al., 2019) or during abortive/latency like infection (Cohen et al., 2020) suggest that there may be a dynamic continuum of possible outcomes rather than a three-solution decision model. This dynamic continuum could be explained by the single-genome hypothesis which suggests that each individual incoming viral genome may separately and stochastically result in a different outcome of infection, as has been suggested for bacteriophage lambda (Golding, 2016).

Support for the single-genome hypothesis is provided by the recent results visualizing single incoming genomes that remain condensed in the nucleus while other viral genomes are being replicated (Sekine et al., 2017; Dembowski and DeLuca, 2018). Small undeveloped RCs were detected within larger RCs using dual-color fluorescent in-situ hybridization (Tomer et al., 2019). Even in latently infected neurons, several patterns of quiescent viral genomes have been observed, and in some cells combination of these patterns are detected (Maroui et al., 2016). The identification of condensed inaccessible viral genomes throughout the lytic infection further support this model (Hu et al., 2019).
The concept that not all incoming genomes will share the same fate suggests that productive lytic infection can initiate from only one or few incoming genomes whereas other genomes in the same cell do not contribute to the lytic process or to the genetic pool of progeny viruses (Figure 4). Indeed, each entering genome can form its own RC (Sourvinos and Everett, 2002; Kobiler et al., 2011; Tomer et al., 2019) raising the possibility that there is partial autonomous activity of each incoming genome. Furthermore, only a limited number of incoming alphaherpesviral genomes can initiate expression and replication per cell (Phelan et al., 1997; Kobiler et al., 2010; Kobiler et al., 2011; Taylor et al., 2012; Cohen and Kobiler, 2016; Shapira et al., 2016; Sekine et al., 2017). Since this limited number does not correlate linearly with MOI (i.e., raising the MOI from 10 to 100 results in the increase of the average number of genomes from ~4 to ~7), not all incoming genomes likely initiate expression and replication.

Current paradigm is that host factors try to suppress the incoming viral genomes whereas viral proteins (VP16, ICP0 and ICP4) are required to overcome this suppression and initiate lytic infection. However, this is an

Figure 4. The single-genome hypothesis. A schematic illustration of dynamic continuum of outcomes of infection according to the single genome concept. (A) represent a cell that will follow the abortive or latent cycle as all viral genomes are repressed. (B-C) represent cells that will follow the lytic infection as not all entering genomes will be silenced.
oversimplified view of a complex molecular system that has evolved to allow both the lytic infection as well as the latent infection. This intricate system provides the virus with the opportunity to select either outcome and allows for specific genetic, structural or environmental clues to influence the decision between different outcomes. The single-genome hypothesis suggests that local interactions between viral genomes and viral or host proteins are key for determining the fate of each incoming genome. The probability of any viral genome to encounter either components of the host antiviral defenses or the VP16 complex would then determine the specific outcome for a particular genome. Thus, a rise in the level of antiviral proteins would be expected to increase the likelihood that they would bind the entering genomes and vice versa. Similarly, when VP16 needs to diffuse for a long distance from the viral cellular entry point towards the nucleus, which happens during infection of peripheral neurons where axon ending can be at least few centimeters away from cell body (even for trigeminal neurons in young kids), the likelihood of viral genomes moving inside the capsid on microtubules towards the nucleus to interact with the freely diffusing VP16 is low, increasing the chance for latency (Knipe and Cliffe, 2008). High levels of VP16 complexes (as expected at high MOI) would then be expected to increase the likelihood for lytic infection. Indeed, ICP0-null viruses can complete infection in most cell lines only at high MOI (Stow and Stow, 1986; Sacks and Schaffer, 1987), suggesting that the high probability to interact with VP16 complexes can overcome host defense silencing mechanisms.

Conclusions
Here, we have summarized current knowledge on the decision processes of incoming HSV-1 genomes. We highlighted three major intrinsic host mechanisms that inhibit incoming genomes, and three viral proteins that counteract these mechanisms. We suggested that instead of looking on the outcome of the entire cell to study the viral decision, one should focus on individual viral genomes.
Three major intrinsic nuclear mechanisms are thought to promote HSV-1 genomes silencing: PML-NBs, DDR and histone modifications. As described above, each of these nuclear mechanisms is a multi-protein response, and furthermore, there is crosstalk between them. Therefore, elucidating the roles of specific proteins is challenging. Other challenges result from the finding that inhibition of specific posttranslational modification of histones during viral infection may cause greater effects on the host genome than on viral genomes, adding to the complexity of experimental analysis (Shapira et al., 2016; Arbuckle et al., 2017; Kulej et al., 2017).

Some specific proteins from each host defense response, including PML-NBs, DDR, and histone modifications, can be beneficial for viral replication process (Mohni et al., 2011; Mohni et al., 2013; Kristie, 2015; Xu et al., 2016; Edwards et al., 2018). This might be part of a viral strategy to dismantle host defense mechanisms by reusing parts of these system for its own replication. Alternatively, since these proteins are recruited by the host to inhibit viral replication and they became closely associated with the viral genomes, the virus may have evolved to utilize these nearby specific proteins.

Levels of the viral proteins VP16, ICP0 and ICP4 are critical to promoting lytic infection. VP16 levels are determined by the amount of VP16 arriving within the tegument (differences can be due to MOI and levels of VP16 within the viral particle) and diffusion from the entry site to the nucleus, allowing fine-tuning of outcome of the infection process to these conditions. While ICP0 and ICP4 are also in the tegument (Yao and Courtney, 1989, 1992; Loret et al., 2008) the functional role of these proteins within viral particles is not fully understood (Delboy and Nicola, 2011; Pritchard et al., 2013). But, unlike VP16, which is transcribed from a late gene, ICP0 and ICP4 are transcribed from IE genes and would become available very early in infection. The genes encoding ICP0 and ICP4 are among very few genes that are found in two copies. Two copies for a single gene is a rare phenomenon in virology even among large DNA viruses. One possible explanation for this phenomenon can be the importance of these genes for the infection process requiring that at least one
copy should be intact. Alternatively, duplicate copies would allow for a more rapid synthesis of mRNA to meet the need for rapid accumulation of a viral protein.

**Future trends**

Elucidation of the rapid events that occur following entry of the viral genomes into the nucleus remains a major challenge for the ongoing research. One of the key problems is the lack of synchrony in the entry process. Better synchronization is required to dissect very early events. Currently, one of the best ways to synchronize nuclear entry is using the tsB7 mutant (or its derivatives), which permits the capsids to bind the nuclear pore complex at high temperature but allows rapid injection of viral genome into the nucleus only at low temperature (Batterson et al., 1983; Abaitua et al., 2009; Abaitua et al., 2011; Ralph et al., 2017). However, these temperature changes might affect other viral or host processes (Ralph et al., 2017). Alternative approaches for synchronizing nuclear entry are needed.

Even if synchronous nuclear entry could be achieved, according to the single-genome hypothesis, it is likely that each genome has a different fate. Can different early events be detected at a single-genome resolution? Can these early events determine the outcomes for specific genomes?

Finally, the single-genome hypothesis suggests that even a single genome is sufficient to initiate a lytic infection. The virus might have evolved a mechanism to devote most of its efforts to a single or very few genomes, i.e., the viral proteins (VP16 and the immediate early genes) interact with only a few of the incoming viral genomes while the cells suppress the rest of the incoming genomes. Can such a mechanism exist? Can this be the reason for the limited number of genomes expressed in individual cells?

Many questions regarding the early nuclear events remain unanswered. Here, we have discussed only a few of those. While some of these questions are currently too challenging to address due to technological limitations, with rapid
improvements in technology, it is only a matter of time until these and other questions are deciphered.
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