Regulation of Ion Channel and Transporter Function Through RNA Editing
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Abstract
A large proportion of the recoding events mediated by RNA editing are in mRNAs that encode ion channels and transporters. The effects of these events on protein function have been characterized in only a few cases. In even fewer instances are the mechanistic underpinnings of these effects understood. This review focuses on how RNA editing affects protein function and higher order physiology. In mammals, particular attention is given to the GluA2, an ionotropic glutamate receptor subunit, and Kᵥ1.1, a voltage-dependent K⁺ channel, because they are particularly well understood. In Kᵥ addition, work on cephalopod K⁺ channels and Na⁺/K⁺-ATPases has also provided important clues on the rules used by RNA editing to regulate excitability. Finally, we discuss some of the emerging targets for editing and how this process may be used to regulate nervous function in response to a variable environment.

Introduction
The recent improvements in DNA sequencing technologies have led to an explosion in the discovery of new RNA editing sites arising from adenosine deamination. Recent reports suggest that there are thousands of RNA editing sites in the human brain transcriptome, although only a small fraction of these are in open reading frames and recode amino acids (Li et al., 2009, 2011; Peng et al., 2012). Editing in invertebrates appears to be even more extensive. A recent analysis of transcriptomes from Drosophila melanogaster at different developmental stages uncovered over 600 recoding events (Graveley et al., 2011), and studies on a handful of individual mRNAs from cephalopods have uncovered close to a hundred such sites (Patton et al., 1997; Rosenthal and Bezanilla, 2002b; Palavicini et al., 2009; Colina et al., 2010; Garrett and Rosenthal, 2012). A disproportionately large number of these edits occur within mRNAs that encode proteins directly involved in excitability. Although it is now clear that RNA editing is modifying the primary sequences of many target proteins, surprisingly few of the editing sites have been characterized on a functional level. Of those that have been studied, the majority lie within mRNAs encoding ion channels and transporters.

This review aims to give the reader an up-to-date accounting of the best studied examples of functional changes caused by editing. First we would like to stress that a full functional characterization of an editing site is a quite difficult undertaking because, to be complete, it must be carried on many different organizational levels. For example, an edit in an ion channel could affect a specific biophysical property, which would then affect the action potential, which could affect a neural circuit, which could then affect a specific behaviour. For the most part, studies to date have focused on the beginning of this sequence, and to greatly different depths. In most cases, studies have been descriptive, defining a physiological property that is altered by RNA editing. In some cases the descriptions have been in exceptional detail, but they are descriptions nonetheless. In two cases the mechanistic underpinnings of specific changes are well understood. Only a few studies have explored the relevance of an editing event on higher order function.

This review focuses most heavily on the functional consequences of editing ion channel transcripts. Ion channels are exceptionally diverse and, for non-afficionados, the jargon associated with their physiology can be arcane. However, all ion channel function shares certain common features, and we will try to focus on these in our discussions. For example, channels open and close, or gate, in response to an extrinsic factor, such as changes in the transmembrane voltage or the concentration of a specific ligand. Voltage-dependent K⁺ channels are a good example of the former, and ionotropic glutamate receptors of the latter. The kinetics associated with opening and closing, in addition to a channel’s sensitivity to an extrinsic factor, are physiologically relevant characteristics. Once open, all channels permit ions to pass through them in response to an electrochemical gradient. The degree of selectivity for one ion species over another varies greatly between channels and is an important determinant for nerve physiology. Finally, open channels often spontaneously close, even when the extrinsic factor that commands them to stay open is still present. For voltage-dependent channels this process is known as inactivation, and for ligand-gated channels it is known as desensitization. Here too the kinetics of the entry and exit from these processes can be important. Depending on the target, almost all of these physiological characteristics can be modified by RNA editing.

Regulation of excitatory neurotransmission by recoding glutamate receptors
In the mammalian brain most fast excitatory neurotransmission is generated by ionotropic glutamate receptors located in the postsynaptic membrane. When
glutamate is released into the synaptic cleft, these receptors open a cation selective pore, allowing extracellular Na\(^+\), and sometimes Ca\(^{2+}\), to enter the cell, causing a transient depolarization. Repeated stimulation by their agonist often makes the receptor less sensitive to further stimulation, a process known as desensitization. Because they play such a critical role in generating and shaping synaptic potentials, glutamate receptors are an exceptionally diverse gene family. Early studies identified three basic groups of ionotropic glutamate receptors based on pharmacological differences: \(\alpha\)-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA) receptors, kainate receptors, and N-methyl-d-aspartate (NMDA) receptors. Molecular sequencing has supported this classification. For the purpose of this review we will focus only on AMPA and kainate receptors because their mRNAs are edited, and those encoding NMDA receptors are not as far as we know. In the mammalian brain, AMPA receptors generate the bulk of fast, excitatory neurotransmission. Kainate receptors are thought to play a more subtle, modulatory role.

Glutamate receptors are tetramers and the individual subunits share a common design (Laube et al., 1998; Rosenmund et al., 1998; Nakagawa et al., 2005; Sobolevsky et al., 2009). The monomer consists of four membrane spans (M1–4). M2, which lines the ion conduction pathway, is atypical in that it does not fully span the membrane, both entering from – and exiting to – the cytoplasm. In mammals, both AMPA and kainate receptors are diverse. There are four AMPA receptors subunits named GluA1–4 using the most up-to-date nomenclature, although they have also been termed GluR-A to D or GluR1–4 in past studies, and their genes are referred to as Gria1–4. These subunits form both homo – and heterotetramers, with different combinations in different brain regions (Keinanen et al., 1990; Sommer et al., 1990). Alternative exon splicing further increases AMPA receptor diversity, generating two forms, known as ‘flip’ and ‘flop’, which have altered sequences in the large extracellular domain immediately before TM4 (Sommer et al., 1990), and have different kinetic properties (Monyer et al., 1991; Lambolez et al., 1996). There are five kainate receptors (GluK1–5), and GluK1 and GluK3 form both homo – and heteromultimers. Thus, for glutamate receptors, there is substantial molecular diversity even before RNA editing enters the equation.

There are numerous editing sites scattered throughout the mRNAs encoding both AMPA and kainate receptors, however, a single site stands above the rest in terms of the thoroughness with which it has been studied, and its importance to the host’s physiology. Editing at codon 586 of GluA2, better known as the Q/R site, recodes a conserved glutamine within M2 to Arginine. This position lies at a critical juncture in the ion conduction pathway (Sommer et al., 1991). In the adult mammalian brain, this site is edited with near-perfect efficiency in GluA2, whereas in GluA1, 3 and 4 the codon remains a Glutamine. An Arginine at this site renders the receptors impermeable to Ca\(^{2+}\) (Figure 1) and decreases their conductance by an order of magnitude (Hollmann et al., 1991; Burnashev et al., 1992). Further mutagenesis of codon 586 demonstrated that the charge of the side chain was the main determinant in abolishing
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**Figure 1.** Two views of the ion conduction pathway of GluA2 with either a glutamine (grey) or a arginine (blue) at codon 586. Structures are from pdb 3KG2 (Sobolevsky et al., 2009). The view shows only the transmembrane spans and is from the inside looking out. As can be seen, the Q/R site sits directly in the ion permeation pathway. The Q/R substitution was generated with Pymol software. The position of the R side chain was not calculated via energy minimization, but merely reflects the most common rotamer for R.
divalent permeability, thus the effect is likely electrostatic, however changes in side chain volume also influenced the relative permeability of Ca$^{2+}$ and Mg$^{2+}$. Another interesting feature of the Q/R site in heteromultimers is that arginine's effect is dominant. Thus, because essentially 100% of GluA2 subunits are edited, we can conclude that this site is a major determinant for keeping Ca$^{2+}$ from crossing the postsynaptic membrane into the cell during excitatory postsynaptic potentials.

The importance of editing the Q/R site of GluA2 was demonstrated in several elegant studies by Peter Seeburg and colleagues using transgenic mice. First, ADAR2 knockout mice suffered seizures and died soon after birth and Q/R site editing was very low in these animals (Higuchi et al., 2000). Interestingly, in wild-type background, abolishing only editing at the Q/R site by disrupting the ECS structure was also lethal, even when just applied to a single allele (Brusa et al., 1995). This phenotype could be rescued by hardwiring an arginine in codon 586 in the gene, thus obviating the need for editing the Q/R site (Higuchi et al., 2000). The lethality associated with the inability to edit the Q/R site of GluA2 was not a developmental problem. A conditional knock-in of an uneditable GluA2 throughout the adult forebrain also led to severe epileptic seizures and lethality (Krestel et al., 2004).

Additionally, expressing different levels of the uneditable GluA2 led to a variety of neurological symptoms, from extreme lethargy to hyperactivity (Feldmeyer et al., 1999). Taken together, these results underscore the importance of editing this site completely.

This idea is reinforced by more recent data relating Q/R editing of GluA2 with disease. In post-mortem studies, under-editing of the Q/R site has been associated with sporadic amyotrophic lateral sclerosis (ALS) (Kawahara et al., 2004). Further studies indicated that the under editing could be attributed to a down-regulation of ADAR2 in motoneurons (Hideyama et al., 2011). Significantly, the reduction in Q/R site editing was modest. Studies on mice showed that ALS-like symptoms, including motoneuron death, could be reproduced by conditional knockouts of ADAR2 in wild-type animals, but not in mice carrying pre-edited versions of GluA2 at the Q/R site (Hideyama et al., 2010). These studies on humans and mice, in conjunction with a recent study that found few deficits in ADAR2-less mice hardwired with an arginine at the Q/R site of GluA2 (Horsch et al., 2011), led to the conclusion that this site is far and away the most important for mammalian physiology. Remarkably, other glutamate receptor mRNAs are also edited at the Q/R site, apparently with less significant consequences.

As with GluA2, the kainate receptors GluK1 and GluK2 are also edited at the Q/R site (Herb et al., 1996; Maas et al., 1996), although far less efficiently (Belcher and Howe, 1997; Paschen et al., 1997; Bernard et al., 1999). In GluK1 and GluK2, the Q/R site causes very similar functional changes, namely a drastic reduction in Ca$^{2+}$ permeability and a significant reduction in single channel conductance (Egebjerg and Heinemann, 1993; Kohler et al., 1993; Swanson et al., 1996). In addition, editing the Q/R site renders channels insensitive to block by polyamines, but makes them sensitive to block by specific fatty acids such as arachidonic acid (Wilding et al., 2005, 2008, 2010). Thus, Q/R site editing can be used to regulate kainate receptors in a manner that is dependent on other cellular components. GluK2 mRNAs are also edited at two additional sites: codon 567, where an isoleucine is converted to a valine, and codon 571, where a tyrosine is converted to a cysteine (Kohler et al., 1993). Little is known about the physiological effects of these edits, but it was suggested that they fine-tune Ca$^{2+}$ permeability.

AMPAR receptor mRNAs in rats, mice and humans also undergo editing at codon 764, recoding an exonically encoded arginine to a glycine (Lomeli et al., 1994). This edit, at the end of the M3–M4 extracellular loop, occurs in GluA2–4, but not in GluA1. It has a marked and specific effect on receptor physiology; with a glycine at position 764, receptors recover from desensitization twice as quickly. This effect was apparent when receptors were activated by physiologically relevant applications of glutamate in terms of concentration and duration, suggesting that this edit could be important in shaping the magnitudes of excitatory postsynaptic potentials during repetitive firing. The overall physiological importance of editing glutamate receptor mRNAs cannot be understated. However, only in the case of the Q/R site in GluA2 are the consequences of not editing well understood. How the Q/R site in the kainate receptors GluK1–2, and the R/G site in GluA2–4 relate to higher-order physiological processes should prove to be fertile ground for further investigations.

**Voltage-activated potassium channels**

In neurons, voltage-activated potassium (Kᵥ) channels play important roles in excitability. For example, once an action potential has been initiated and the membrane potential has depolarized, Kᵥ channels are called into action to repolarize the membrane potential back towards the resting potential; therefore, their activity is a critical determinant of the action potential’s shape (Aldrich et al., 1979). More importantly, Kᵥ channels play key roles in setting the firing properties of neurons (Connor and Stevens, 1971). Therefore, changes in Kᵥ channel function can have significant consequences on a neuron’s excitability status. Not surprisingly, Kᵥ channels from both invertebrates and vertebrates have been extensively targeted by the process of RNA editing (Patton et al., 1997; Rosenthal and Bezanilla, 2002b; Hoopengardner et al., 2003; Ryan et al., 2008; Ingleby et al., 2009).

Mammalian Kᵥ1.1 channel inactivation is regulated by editing. In mammals, RNA editing targets a highly conserved isoleucine located in the lining of the Kᵥ1.1 channel’s permeation pathway and recodes it to valine (I400V). From functional (Liu et al., 1997) and structural work (Long et al., 2005), it is known that the side chain of this position faces the lumen of the ion pathway in a region called the intracellular cavity (Doyle et al., 1998) (Figure 2A). The conversion of I → V at this site is broadly understood. Editing is mediated by ADAR2, which recognizes a 114-nucleotide imperfect inverted repeat hairpin derived entirely from an exonic region (Bhalla et al., 2004). Levels of editing vary between different regions of the nervous system.
Figure 2. RNA editing of mammalian \(K_v\) channels. (A) Crystal structure of the last two transmembrane segments from rat \(K_{v1.2}\) channels (accession ID 2A79). Green spheres represent \(K^+\) along the ion permeation pathway. In red is shown the isoleucine edited by ADAR2. (B) Membrane topology of the \(K_v\) channel. A functional channel is a tetramer. In each subunit, the first four TM segments form the voltage-sensing domain, while the last two delimit the permeation pathway. The I \(\rightarrow\) V edit is located at the intracellular end of the TM6. (C) Cartoon corresponding to the functional consequences of I \(\rightarrow\) V substitution at the intracellular cavity of \(K_v\) channels. RNA editing targets exclusively the unbinding kinetics of the inactivation gate, increasing the off-rate by ~ 20-fold.
are just a few angstroms apart, these results are not surprising. For a long time it has been known that quaternary ammonium (QA) ions (~ 8–10 Å in diameter) can block (but not permeate) at the intracellular end of Kᵥ channels’ permeation pathway (Armstrong, 1966, 1969). Remarkably, if blocked channels are forced to close very quickly, the activation gate can shut the permeation pathway and trap the blocker inside (Armstrong, 1971). Activation gating in the absence and presence of the blocker are quite similar, suggesting that the architecture of the intracellular cavity remains relatively unchanged in open and closed channels (Holmgren et al., 1997). Similarly, the intracellular cavity in the crystal structure of KcsA (a bacterial K⁺ channel) with bound QA derivatives is almost identical to the cavity of an unbound channel (Zhou et al., 2001).

Co-expressing edited or unedited forms of hKᵥ1.1 α subunits with the hKᵥ1.1 β-subunit conferred, in both cases, fast inactivation to the ionic currents. The simplest kinetic scheme to describe inactivation is:

$$C \xrightleftharpoons{k_{on}}{k_{off}} O \quad I$$

where C, O and I denote closed, open and inactivated states, respectively. At voltages where the relative probability of opening is maximal (>0mV), inactivation is determined by the on – and off-rate constants. The I → V substitution within the intracellular cavity of hKᵥ1.1 channels specifically targeted the unbinding kinetics ($k_{off}$), speeding it up by about 20-fold (Bhalla et al., 2004) (Figure 2C). The fact that the inactivation particle for hKᵥ1.1 resides on a β-subunit presented significant complications for further analysing the effects of the I400V edit. For example, the α–β stoichiometry is difficult to control in heterologous expression systems and the hKᵥ1.1 β-Subunit is known to be regulated by phosphorylation. However, the functional consequence of RNA editing could be transferred to Shaker Kᵥ1.1 channels, whose inactivation particle is part of the α subunit. In fact, mimicking the editing event in Shaker produced an identical effect on the unbinding kinetics without changing other properties (Bhalla et al., 2004). This observation turned out to be critical, allowing us to pursue the precise mechanism by which inactivation is altered by RNA editing.

Since isoleucine and valine are both aliphatic amino acids, and the side chain of the edited position is facing the lumen of the pore, it was hypothesized that a reduction in hydrophobicity accompanying a valine substitution was responsible for speeding up the unbinding kinetics. To test this hypothesis, we devised a strategy to change the chemistry at the edited position during an experiment. The Shaker position corresponding to I400 was mutated to cysteine in order to serve as a target for chemical modification with methanethiosulphonate (MTS) reagents. As expected, the more hydrophobic a moiety attached to the edited codon, the slower the unbinding kinetics became (Gonzalez et al., 2011). In other words, once the inactivation particle is bound, hydrophobic interactions determine its off-rate. Such interactions demand close proximity between binding partners. Which specific amino acids of Kᵥ1.1 interacts with the edited position at the intracellular cavity of the protein?

Fast inactivation in Shaker Kᵥ1.1 channels is a well-understood process. In their pioneering studies, Aldrich and coworkers (Hoshi et al., 1990; Zagotta et al., 1990) discovered that a mild intracellular treatment with trypsin removed the channels’ ability to inactivate. By studying the inactivation properties of a series of deletion mutations at the N-terminus of the protein, they concluded that the inactivation gate is formed by the first ~ 20–25 amino acids of the protein. They also showed that inactivation is restored in the non-inactivating mutants by exposing the intracellular side of the protein to a synthetic peptide formed by the first 20 amino acids. It was also known that the inactivation gate (N-terminus) is an open channel blocker (Demo and Yellen, 1991) that can compete with intracellular, but not extracellular, QA ions, like tetraethylammonium (Choi et al., 1991). Further, crystallography data show that QA ions bind at the intracellular cavity (Zhou et al., 2001). All these results combined strongly suggest that to inactivate the current, the N-terminus enters the intracellular cavity once the channel has opened.

Is the very tip of the N-terminus entering deeply into the cavity of the channel? To approach this question, we extended our chemical approach by developing channel constructs in which an additional cysteine was substituted at positions near the N-terminus. The expectation was that if the two cysteines were close together in an inactivated channel, a disulfide bond would form, creating a stably blocked channel that required a reducing agent to recover. We made six double cysteine channels with one cysteine at the edited position and the second between positions 2 and 7 at the N-terminus. Only with the construct 2C–470C did we observed an irreversible current reduction when the channels were exposed to an oxidizing environment, indicating that position 2 is the binding partner for the edited codon (Gonzalez et al., 2011). In summary, once valine substitutes for isoleucine, the intracellular cavity of Kᵥ1.1 channels loses an important hydrophobic component to its association with the very tip of the N-terminus, an interaction that determines the off kinetics of the inactivation gate.

For a neuron, what are the implications of editing a Kᵥ1.1 channels’ intracellular cavity? Although as yet untested, we predict it in have a profound impact on excitability. Because this editing site accelerates the inactivation gate’s off rate, a neuron possessing a large proportion of edited channels is poised to have a larger pool of available channels, particularly during periods or repetitive firing. Consequently, RNA editing could play an important role in regulating action potential shape during repetitive firing (Aldrich et al., 1979), as well as helping to set the actual firing frequency of a neuron (Connor and Stevens, 1971). In fact, fast inactivating K⁺ currents have been shown to play key roles in determining the firing properties in axons and dendrites (Debanne et al., 1997; Hoffman et al., 1997). Additionally, tissue-specific regulation of the RNA editing levels (Hoopengardner et al., 2003; Decher et al., 2010) can have important pharmacological implications when a drug interacts near an
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editing site (Decher et al., 2010). It turns out that the apparent affinity of several open channel blockers which can be used as therapeutics is significantly reduced by RNA editing (Decher et al., 2010). Similarly, highly unsaturated fatty acids can also bind to the intracellular cavity of Kᵥ1.1 channels and block their currents in a process similar to inactivation. Their apparent affinities are also influenced by RNA editing (Decher et al., 2010).

Cephalopod K⁺ channels are recoded at unprecedented levels

In mammals, recoding events caused by RNA editing are exceptionally rare. The same cannot be said for cephalopods, where more recoding events have been discovered in mRNAs encoding K⁺ channels alone than in the entire human brain transcriptome. The first K⁺ channel mRNA to be analysed in squid encoded a Kᵥ2 subfamily member expressed in the optic lobe, a large ganglion within the central nervous system (Patton et al., 1997). In this mRNA only a short 360 nt region was examined for RNA editing and 12 editing sites were uncovered. These sites changed codons in the voltage-sensing fourth transmembrane span, and also in the helices encoding the pore. Two sites were selected for electrophysiological characterization: Y576C in the pore and I597V in S6. Y576C slowed both the rate of channel closing and slow inactivation. I597V had the opposite effect, increasing both. A subsequent study examined the entire mRNA encoding the squid delayed rectifier of the giant axon, a Kᵥ1 family member (Rosenthal et al., 1996; Rosenthal and Bezanilla, 2002b). Here 14 recoding events were identified, mostly in the channel’s tetramerization domain, and S1 and S3 transmembrane spans. As with squid Kᵥ2, many sites affected closing kinetics, and some also shifted the voltage-dependence of activation. One site in the tetramerization domain (R87G) reduced the α-subunits’ ability to oligomerize into tetramers by drastically reducing their affinity for each other. This effect could be expected to influence overall K⁺ conductance in the giant axon, a physiological property that is actively regulated between species of squid which inhabit different thermal environments (Rosenthal and Bezanilla, 2002a).

The bewildering array of RNA editing events in squid K⁺ channels makes us speculate on why these organisms use this process so extensively used to regulate excitability. RNA editing provides an organism with physiological options. In theory, they can choose to edit a specific position when conditions are favourable. RNA editing of the octopus orthologue of squid Kᵥ1 gives some substance to this speculation (Garrett and Rosenthal, 2012). Different octopus species inhabit a tremendous range of temperature environments, from the poles to the equator. As with squid, mRNAs encoding octopus Kᵥ1 are extensively edited. For seven species studied, the gene sequences for the same Kᵥ1 orthologue were virtually identical, however the mRNAs were edited at 19 sites, some shared, some species specific. Although many of these sites affected Kᵥ channel function, one site, which recoded an isoleucine to a valine in the fifth transmembrane span (I321V), doubled the speed of channel closing and the extent to which it was edited correlated closely with the host species’ thermal environment. I321V was edited almost to completion in Arctic and Antarctic species, yet scarcely edited in tropical species, and temperate species edited it to intermediate extents. Single-channel analysis revealed that the edit destabilizes the open ion conducting state, poising the channel on the edge of closing. These results were significant because they were the first to link RNA editing with an environmental factor. Temperature was chosen because it is easy to manipulate and has a direct, predictable effect on channel function. Future studies will help determine whether organisms can rapidly change the extent of RNA editing at specific, functionally relevant sites in acclimation to environmental pressures, or instead whether these sites evolve over generations by evolutionary adaptation. The relevant environmental pressure, and the molecular mechanisms underlying adaption or acclimation, should prove interesting for further studies.

Drosophila Kᵥ channels are also edited extensively

mRNAs for Kᵥ channels, including shaker, the most intensively studied channel in history, are edited in Drosophila (Ryan et al., 2008; Ingleby et al., 2009). These sites have a variety of functional effects, including changes to activation, deactivation and inactivation kinetics, and some small shifts to the channels’ voltage sensitivity. In shaker, there are four editing sites, giving rise to 16 different combinations of edited isoforms (Hoogengardner et al., 2003). Interestingly, the frequency of occurrence of these isoforms varied between different parts of the adult’s anatomy (Ingleby et al., 2009). It was also found that editing at different sites was linked, and the linkage varied between different regions. These editing patterns made a difference on a functional level. An interesting feature of editing in Shaker is that the physiological properties of different editing isoforms could not be predicted by the effects of the individual editing sites. This phenomenon, known as functional epistasis, means that the effect of editing a specific site is context dependent, greatly expanding the possibilities for regulation. On top of this, the shaker locus encodes numerous functionally different splice variants (Papazian et al., 1987; Tempel et al., 1987; Schwarz et al., 1988; Timpe et al., 1988), and the functional effects of editing in most of these has yet to be explored.

Voltage-activated calcium channels

Voltage-activated calcium (Caᵥ) channels are broadly expressed in excitable cells, where they play diverse functions. In some muscle cells, like the pacemaker myocytes in the mammalian sinoatrial node, Caᵥ channels are essential to the repetitive electrical activity of these cells (Mangoni et al., 2006). However, because intracellular Ca²⁺ is a second messenger, Caᵥ channels are also used as an entryway for Ca²⁺ to regulate diverse cellular processes, from gene expression to motion (Hille, 2001). The primary sequence of the Caᵥ channel pore-forming α-subunit contains four repeated domains (Tanabe et al., 1987; Catterall, 2000), each containing a voltage-sensing domain and a pore domain. Presumably, these repeats
form a functional unit that should be similar to the assembly of the four individual α subunits of K₉ channels (Long et al., 2005). Using genomic approaches in Drosophila, several editing sites have been identified in Caᵥ channels (Hoopengardner et al., 2003; Graveley et al., 2011). At present we have no clues on the biological or physiological significance of these sites.

Recently, three RNA editing sites were discovered in mRNAs encoding rodent Caᵥ1.3 channels, clustered in four contiguous amino acids located in the cytoplasmic C-terminus (i.e. after the fourth transmembrane repeat) (Huang et al., 2012). These amino acids (IQDY; in bold are represented the amino acids recoded by RNA editing) are part of a calmodulin (CaM)-binding domain. The Caᵥ1.3–CaM–Ca²⁺ complex influences the gating properties of the channel, particularly the Ca²⁺-dependent inactivation kinetics (Shen et al., 2006; Yang et al., 2006; Huang et al., 2012).

I → M, Q → R and Y → C are edited to different extents, but none by more than ~50%. Editing of this region is restricted to the central nervous system, with high levels of activity in the frontal cortex, hippocampus, medulla oblongata and cerebellum. Using a proteomic approach, the authors were able to identify peptides containing amino acid substitutions, demonstrating that all three possible conversions exist at the protein level. Further support for multiple variants was provided at the mRNA level, where seven out of the eight possible combinations of editing sites were identified. The most abundant variants were MQDY and MQDC. In ADAR²⁻/⁻/GluR-B⁺⁺⁺ knockout mice (Higuchi et al., 2000) all three editing sites were absent. What are the functional consequences of these editing events?

Upon membrane depolarization, Caᵥ1.3 channels open a gate that allows Ca²⁺ to flow into the cell, producing an inward current. Even if the depolarization is maintained, the Ca²⁺ current will inactivate. Kinetically, CDI is quite different than fast inactivation in Kᵥ channels. On the one hand, the rate of inactivation depends on the levels of intracellular Ca²⁺ (Brehm and Eckert, 1978; Tillotson, 1979), a property which led this process to be named Ca²⁺-dependent inactivation (CDI). On the other hand, Caᵥ channels enter inactivation from the closed state (Tadross et al., 2010). It has been previously shown that mutating the first two editing sites (IQ) to alanine almost completely abolishes CDI (Yang et al., 2006). Therefore, CDI was examined in all single RNA editing conversions (Huang et al., 2012). Only I → M and Q → R produced a substantial decrease in the levels of CDI, and the effect was additive when they both were edited (IQ → MR).

By transfecting primary hippocampal neurons with wild-type and edited channels, it was shown that all

Figure 3. RNA editing of squid Na⁺/K⁺-ATPase. (A) Albers–Post transport cycle. Green and orange spheres represent Na⁺ and K⁺, respectively. The alternate gating mechanism with occlusion states for Na⁺ (top-left corner) and K⁺ (bottom-right corner) are essentials for transporting these ions against their electrochemical gradients. Dotted lines enclose the states associated with the extracellular release of Na⁺, which were isolated by removing K⁺ from all solutions and the absence of intracellular ADP. (B) Membrane topology of the α Na⁺/K⁺-ATPase subunit. A functional Na⁺/K⁺-ATPase is formed by the coassembly of α – and β-subunits. The α-subunit, however, contains all requirements for transport: ATP binding domain, phosphorylation site and permeation pathway. Two amino acid substitutions by RNA editing were identified in the phosphorylation domain located within the large intracellular loop between TM segments 4 and 5. An additional site was identified at the extracellular end of TM segment 7.
of three conversions: K → R, G or E. K → E, however, was never observed in any region of the squid nervous system. The fourth editing event is an I → V conversion at amino acid 877, which lies at the external end of the seventh TM segment (Figure 3B). R663G is consistently edited at percentages >65% throughout the squid’s nervous system. The other sites, however, showed high spatial regulation, suggesting that they might be edited differently depending on the demands of different types of neurons. What are the functional consequences of these editing events on the pump’s function?

The function of the Na⁺/K⁺-ATPase is to maintain the Na⁺ and K⁺ gradients between the inside and outside of the cell. How effectively the pump can do its job depends, ultimately, on its turnover rate (i.e., the number of transport cycles the pump can undergo per unit of time). Because the pump moves an unequal number of ions per cycle, it generates an electrical current (iP) that can be measured and used as a faithful metric of its turnover rate. We showed that the maximal turnover rates of the exonic and all edited versions of the pump were similar, suggesting that RNA editing does not target the rate limiting step when pumps are running at full speed. The pump’s transport velocity, however, is voltage dependent, reaching a maximum at voltages >-0mV and decreasing monotonically at negative potentials. Therefore, from a cell’s perspective, the relevant issue is the pump’s speed at the resting membrane potential (~80mV), where it spends most of its time. We studied the voltage dependence of iP in all constructs and observed that 1877V pumps were able to pump faster at negative potentials, i.e., the iP versus voltage curve was shifted towards more negative potentials. What is the mechanism of this change?

Before Na⁺ ions are released to the external bulk solution, they must travel through a narrow access channel (Gadsby et al., 1993; Hilgemann, 1994; Holmgren et al., 2000), along which there is a voltage drop. Therefore, negative potentials will drive external Na⁺ back to their binding sites, slowing down the turnover rate, as observed experimentally (Gadsby et al., 1985; Gadsby and Nakao, 1989; Nakao and Gadsby, 1989; Sagar and Rakowski, 1994). In order to acquire precise mechanistic information about the transitions involving the binding/release of external Na⁺, it is necessary to isolate them (Figure 3A, enclosed by dashed lines). We achieved these conditions by removing K⁺ from both the intracellular and extracellular solutions, while maintaining internal Na⁺ and ATP, but not ADP. We also used the cut-open oocyte voltage-clamp technique, which allowed us access to both sides of the membrane (Taglialatela et al., 1992). Figure 4A shows examples of pump-mediated currents obtained in response to voltage steps from 0mV to ~198mV (green), ~78 mV (orange) and 42 mV (brown). As expected, the pump-mediated currents have only transient components, which represent the redistribution of the Na⁺-bound states upon the fast voltage change. Clearly, these transient currents have multiple components. A careful dissection shows that the transient currents contain a fast (τ<100μs), medium (τ=0.2–0.5ms) and a slow (τ=1–10ms) component, which led us to propose that they represent the sequential and
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constructs reached the cell surface equally well (Huang et al., 2012), providing confidence that any potential consequence of editing on an animal’s behaviour would likely originate from the changes in channel function and not their density at the cell membrane. To explore the consequences of editing in neurons, the authors turned to a comparative study using wild-type and ADAR2−/−/Glur-B°/R° knockout mice. As a first attempt, they selected neurons from the suprachiasmatic nucleus (SCN), which are known to contain Ca1.3 channels involved in the electrical rhythmic activity that governs circadian rhythms (Pennartz et al., 2002). SCN neurons do indeed edit the three sites, but to relatively low levels (<20%). Remarkably, Ca²⁺ currents recorded from neurons taken from knockout animals showed noticeably more inactivation, consistent with the expected lack of edited channel variants. SCN neurons spontaneously fire action potentials (Inouye and Kawamura, 1979; Reppert and Weaver, 2001). L-type Ca²⁺ channels (Ca1 family) play an essential role in setting the frequency of the spontaneous firing (Pennartz et al., 2002). Because neurons from knockout mice would have, at steady-state, fewer conducting Ca²⁺ channels available, they would be expected to fire at lower frequencies than neurons from wild-type animals, and this was found to be the case (Huang et al., 2012).

Ion pumps and transporters

In contrast to ion channels, which allow ions to permeate at rates near diffusion, pumps and transporters do so at rates many orders of magnitude slower. This difference arises from the fundamental necessity of pumps and transporters to occlude, or trap, their substrates at some point during the transport process. For example, the Na⁺/K⁺-ATPase uses the energy derived from the hydrolysis of ATP to transport three Na⁺ out of the cell and import two K⁺, at rates of ~100/s. Both, Na⁺ and K⁺ are transported against their electrochemical gradients, so pumps cannot afford the cost of having a continuous ion permeation pathway at any time. Figure 3A shows a schematic view of the transport mechanism of the Na⁺/K⁺-ATPase. The gates that control access of the ions to the inside or outside of the cell alternate opening. The extent to which the function of pumps and transporters are tuned by RNA editing appears to be substantially smaller than in ion channels. At present, editing sites have been identified in the Na⁺/K⁺-ATPase and the Na⁺/Ca²⁺–K⁺ exchanger in Drosophila (Stapleton et al., 2006; Graveley et al., 2011) and the Na⁺/K⁺-ATPase of squid (Colina et al., 2010). Only for the squid Na⁺/K⁺-ATPase, however, do we have information on what these editing sites do. Interestingly, as discussed in detail below, RNA editing has targeted the kinetics of Na⁺ occlusion to speed up the pump’s transport velocity (Colina et al., 2010).

Squid pump mRNAs are edited in four sites, targeting three different amino acids. Positions R663 and K666 are in the phosphorylation domain, located within the large intracellular loop between transmembrane (TM) segments 4 and 5 (Figure 3B). R663 had a single editing site, converting it to glycine. Both adenosines of the K666 codon (AAG) were found to be edited, giving rise to the possibility
Figure 4. RNA editing of squid Na⁺/K⁺-ATPase: functional consequences. (A) Transient currents mediated by the Na⁺/K⁺-ATPase trapped in states linked to release of external Na⁺. Green, orange and cyan current traces represent pump currents in response to fast voltage steps from 0mV to −198, −78 and +42mV, respectively. It is noticeable the multi component nature of these pump-mediated transient currents. (B) Cartoon representing the kinetic scheme that best describes the transient currents shown in (A). In this model, each of the Na⁺ binding/release and occlusion/deocclusion transitions are kinetically distinct. The slow component symbolizes the deep occlusion transition, which is the rate limiting step of the transient pump currents. (C) Voltage distribution of the deep occlusion transition. Cyan and red circles represent deep occlusion of unedited pumps. Cyan and red lines represent Boltzmann fits. RNA editing shifted the distribution towards more negative potentials which translate in faster pump velocities at potentials near the resting state of a neuron. (D) Voltage dependence of the relaxation rate of the deep occlusion transition. Same colour scheme as C. Solid lines correspond to ‘access channel model’ fits. Edited pumps reduced their apparent affinity for Na⁺ binding to ~13M from a value of ~7M in unedited pumps.

distinct interactions of each Na⁺ with the pump (Holmgren et al., 2000; Gadsby et al., 2012), as shown in Figure 4B. By estimating the amount of charge moved by the slow component (Qs) at many voltages, we can infer the voltage dependence of the steady-state occupancy of the deeply occluded state (Figure 4C). For genomic (filled cyan circles) and edited pumps (filled red circles), the distributions followed a Boltzmann function with the same steepness. However, RNA editing shifted the voltage dependence towards more negative potentials (Figure 4C). This means that at resting membrane potentials, an edited pump will less likely be in the deep occluded state, therefore favouring forward pumping. Does RNA editing directly influence the kinetics of the slow component? To
address this question we studied the voltage dependence of the relaxation rates of the slow component (Figure 4D). The solid lines through the data represent the best fit to:

\[ k_s = k_f + \frac{k_b}{1 + \frac{K_{v,0}(0) \exp(\lambda VF/RT)}{[Na]_0}} \]

which describes the occlusion \( (k_o) \) and deocclusion \( (k_i) \) rates as voltage independent, and the voltage dependence arising from the binding/ unbinding reaction with an apparent affinity \( (K_{v,0}(0)) \) value at 0 mV. \( F, R \) and \( T \) are constants with their usual meaning and values. The parameter \( \lambda \) denotes the fractional ‘electrical depth’ of the access channel. In this model, the asymptote at positive potentials corresponds to \( k_f \). As observed in Figure 4D, RNA editing does not influence \( k_i \); in both edited and unedited pumps it is \( \sim 100/s \). The asymptote at negative potentials is the sum of \( k_f \) and \( k_o \). Even though we cannot reach the voltages needed to observe the asymptotic value, we can confidently estimate it because \( \lambda \) was independently determined to be 0.67 for edited and unedited pumps. From the fits, \( k_o \) showed a small change from \( \sim 2000/s \) to \( \sim 1600/s \) for unedited and edited pumps, respectively. These results suggest that the kinetics of the occlusion/deocclusion transition remain largely unaltered by RNA editing. The most significant change predicted by the model was a substantial reduction of the apparent affinity in edited pumps. \( K_{v,0}(0) \) was \( \sim 7.5M \) for genomic pumps, as compared with \( \sim 13M \) for the \( \lambda 877/V \) pumps. What could be the underlying reason for this effect?

From Na⁺/K⁺-ATPase models based on the Ca²⁺-ATPase crystal structure (Ogawa and Tonomura, 2002) and Na⁺/K⁺-ATPase crystal structures (Morth et al., 2007; Shinoda et al., 2009) we know that the cavity binding sites are far away from position \( \lambda 877 \), so it is unlikely that a valine substitution would directly alter the way Na⁺ binds. Another possibility would be that electrostatics influence the apparent affinity \( (K_{v,0}(0)) \) for external Na⁺. In fact, this mechanism has been used by nature to help Na⁺/K⁺-ATPases from marine osmoconformers to adapt to the high concentrations of Na⁺ found in sea water (Colina et al., 2007). But I and V are both aliphatic amino acids, so it is also unlikely that they affect electrostatics. A more likely explanation is that the relative contribution of each component at different voltages is different between genomic and edited pumps. By quantifying the relative amounts of the slow, medium and fast charge components at many voltages, we discovered a clear shift in their distributions caused by the \( \lambda 877/V \) edit: the fast component showed a greater fractional representation at the expense of the slow component.

Our studies clearly demonstrate that RNA editing tunes the Na⁺/K⁺-ATPase’s transport velocity. Interestingly, the \( \lambda 877/V \) editing site is spatially regulated through the squid’s nervous system, suggesting that RNA editing regulates the specific Na⁺ homeostasis demands of different types of neurons. As we observed with both human and octopus K⁺ channels, the removal of a single methyl group by recoding I → V can produce a large effect, presumably because nature has selected key positions to edit. Many interesting questions remain concerning editing of the squid Na⁺/K⁺-ATPase. Mechanistically, how does this small change in primary structure at position 877 affect the larger-scale movements associated with Na⁺ release? What are the functional consequences of editing codons R663 and K666? Finally, how do these edits relate to the physiological demands of different neurons?

**Emerging targets for RNA editing**

Besides the examples listed thus far, the functional effects of a handful of editing sites are just beginning to be explored. For example, an isoleucine can be recoded to a methionine in the third transmembrane span of the human GABA-gated Cl⁻ channel α3 subunit (Ohlson et al., 2007). A methionine at this site causes the multimeric channel to activate more slowly and deactivate more rapidly. It also largely abolished outward rectification of the current–voltage relationship, suggesting that the site also affects ion selectivity (Rula et al., 2008). The mechanisms underlying these effects are largely unknown. In Drosophila, a GABA-gated Cl⁻ channel is also edited, increasing the channel’s sensitivity to its agonist (Jones et al., 2009). A recent study on the Drosophila developmental transcriptome has predicted more than 600 recoding events due to adenosine deamination, and more than 100 of these occur in ion channels, transporters or the machinery for synaptic vesicle release (Graveley et al., 2011). Recent efforts on the human transcriptome have uncovered many new sites that have yet to be characterized. Clearly, much work remains before we get a clear understanding of how RNA editing is used to regulate animal physiology in general, and excitability in particular.
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